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1. CONTACTS
1.1 IT Management Team
	Ref
	Name
	Role during a disruptive incident
	Contact Numbers

(O) Office desk phone
(M) Work Mobile

	1. 
	
	IT Management Team Leader
	(O)

(M)

	2. 
	
	
	(O)

(M)

	3. 
	
	
	(O)

(M)

	4. 
	
	
	(O)

(M)

	5. 
	
	
	(O)

(M)


1.2 Technical Recovery Team
	Ref
	Name
	Role during a disruptive incident
	Contact Numbers

(O) Office desk phone
(M) Work Mobile

	1. 
	
	Technical Recovery Team Leader
	(O)

(M)

	2. 
	
	
	(O)

(M)

	3. 
	
	
	(O)

(M)

	4. 
	
	
	(O)

(M)

	5. 
	
	
	(O)

(M)


1.3 Useful internal contacts
	Ref
	Name
	Role
	Contact Numbers

(O) Office desk phone
(M) Work Mobile

	1. 
	
	
	(O)

(M)

	2. 
	
	
	(O)

(M)

	3. 
	
	
	(O)

(M)

	4. 
	
	
	(O)

(M)

	5. 
	
	
	(O)

(M)


1.4 Useful third-party contacts

E.g. Suppliers, health monitoring, hosting, network providers, customer support.
	Ref
	Company name
	Purpose
	Contact Numbers

(O) Office desk phone
(M) Work Mobile

(E) Email

	1. 
	
	
	(O)

(M)

(E)

	2. 
	
	
	(O)

(M)

(E)

	3. 
	
	
	(O)

(M)

(E)

	4. 
	
	
	(O)

(M)

(E)

	5. 
	
	
	(O)

(M)

(E)


2. INTRODUCTION

2.1 Plan purpose and scope
This plan is designed to recover x, y, z during a disruptive incident.
Scope

This plan applies to [insert areas within scope and explain any services not within scope so stakeholders know they are not supported and they can be reconsidered at a later date].
2.2 Priorities and recovery objectives
	Ref
	Services
	Maximum Acceptable Outage
	Recovery Time Objective
	Recovery Point Objective

	1. 
	
	
	
	

	2. 
	
	
	
	

	3. 
	
	
	
	

	4. 
	
	
	
	

	5. 
	
	
	
	


3. INCIDENT MANAGEMENT
3.1 Incident flow chart





3.2 Fault detection
[High level overview of health monitoring systems and what they cover]
3.3 Fault notification
	System
	Notification Type
	Threshold
	Alertee
	Action

	[monitoring system]
	[SMS, Email]
	[no. of failed logins]


	[Name of staff that will receive the alert]
	[What staff should do once they have received the alert]

	
	
	
	
	

	
	
	
	
	


3.4 When to invoke the plan
The IT Management Team will invoke this plan if any of the following circumstances are met:
	Priority Level
	Circumstances

	1
	[identify what classifies as a priority 1 incident e.g. website unavailable]

	2
	[e.g. a percentage of users are affected]


	3
	[Identify the general issues that will be managed business as usual and not require invocation of this plan]


3.5 Liaising the teams
Meeting locations
	Location
	Facilities

	[Floor / room number]

	E.g. capacity of room, plasma screen etc.


Virtual conferencing (e.g. Microsoft Teams or Zoom)

	Scheduler
	Additional information

	[Name of role]

	E.g. internal guidance on use.


Teleconference details

	Conference Telephone Number
	[insert]

	Moderator Passcode
	[insert]

	Participant Passcode
	[insert]


3.6 Standard incident meeting agenda

	Ref
	Agenda item
	Responsible

	1.
	Situation report

What happened, when, do we know the cause, what actions have been completed.
	Technical Recovery Team Leader

	2.
	Impact assessment
Start an issues and actions log if it is the first incident management meeting. If it is not the first meeting, review the status of actions to address issues and whether any new issues have arisen.
	All

	3.
	Stakeholders and communications plan:
· Do we need to issue internal comms?

· Do we need to issue external comms?
	All

	4.
	Confirm date, time and location of next incident meeting
	IT Management Team Leader


4. ROLES & RESPONSIBILITIES DURING A DISRUPTIVE INCIDENT
	Ref
	Incident Role
	Responsibility

	1. 
	IT Management Team Leader
	Manage the wider business impact.

	2. 
	Technical Recovery Team leader
	E.g. inform affected staff of the incident and any significant updates such as temporary workarounds.

	3. 
	Member of staff who receives fault alert
	E.g. Inform the IT Management Team and Technical Fix Team asap.


5. DISASTER RECOVERY PROCEDURES
Below are the procedures for recovering different types of failure.
5.1 E.g. Database servers
	Ref
	Actions
	Responsible

	1. 
	
	

	2. 
	
	

	3. 
	
	

	4. 
	
	

	5. 
	
	


5.2 E.g. Frontend server
	Ref
	Actions
	Responsible

	1.
	
	

	2.
	
	

	3.
	
	

	4.
	
	

	5.
	
	


5.3 E.g. Third party hosting
	Ref
	Actions
	Responsible

	1.
	
	

	2.
	
	

	3.
	
	

	4.
	
	

	5.
	
	


6. COMMUNICATIONS
Below are the communications templates to use during disruption to the application.
6.1 Internal staff
Template informing staff you are aware of the problem and treating it as a priority
6.2 External customers
Template informing customer support what to advise affected customers (if external)
6.3 Use of workarounds
Template advising affected users how to workarounds
6.4 Issue has been resolved
Template advising affected users the issue has been resolved
You could even put together a flow chart of when communications will be issued or establish a timeframe such as an update will go out to affected users once every hour.
7. LESSONS LEARNED
A lessons learned meeting will be held after all P1 and P2 disruptions have been resolved in order to discuss whether health monitoring, alerting, response and recovery processes and procedures were effective.

7.1 Standard lessons learned meeting agenda

	Ref
	Agenda item
	Responsible

	1.
	Brief review of incident timeline, issues experienced and actions taken
	Technical Recovery Team Leader

	2.
	Identification of lessons learned and DR plan improvements assign action owner and completion date
	All



	3.
	Any other business
	All




7.2 Lessons learned tracking template

The template below will be used to ensure all improvements have been completed.

	Ref
	Lesson learned / improvement
	Action
	Responsible
	Completion date

	1.
	
	
	
	

	2.
	
	
	
	

	3.
	
	
	
	


APPENDICES
A) E.g. Architecture diagram of service
[architecture map including relationship with any 3rd party providers]
B) E.g. System configuration details
C) E.g. Supplier contracts and Service Level Agreements
D) Document control and plan distribution
The disaster recovery plan is subject to the following review schedule:

· All contact details contained within the plan will be reviewed bi-monthly by insert.

· The plan will be reviewed to incorporate lessons learned within two weeks following a test or exercise.

· The plan will be reviewed by the IT management team and signed off by insert no less than once annually.

· The plan will be reviewed immediately after any major changes to the department, services and/or provision of resources.

Change control

	DOCUMENT CHANGE HISTORY
	Approved By
	Date Approved

	Plan Version
	Date
	Responsible
	Amendments
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


This plan is distributed to the staff below
	Ref
	Full Name
	Job title

	1. 
	
	

	2. 
	
	

	3. 
	
	

	4. 
	
	

	5. 
	
	

	6. 
	
	

	7. 
	
	

	8. 
	
	

	9. 
	
	

	10. 
	
	


Incident Occurs





Priority Level 1 or 2 reached





After the service has been fully restored, the IT Management Team Leader will schedule a lessons learned meeting. Improvements identified from the meeting will be tracked to completion.





Manage incident to resolution and send comms to inform affected users when the issue has been resolved








Consider sending comms to inform affected staff that you are aware of the problem and are investigating a fix





Immediately notify the IT Management Team Leader & Technical Recovery Team








Hold IT Management Team meeting and follow standard incident meeting agenda








If priority level 3 manage business as usual





NO





YES
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